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ABSTRACT: The relaxation-dependent solubility model
was applied to simulate the experimentally observed sorp-
tion kinetic behavior of the PMMA–vapor MeOH system at
25°C, to obtain the main transport parameters. Application
of the model in series of successive sorption kinetic runs
covering small concentration intervals revealed certain
trends in the concentration dependence of the diffusion
coefficient of the system, not detectable by a previous sim-
pler analysis of the data. Following excess free volume fill
up, relaxation frequencies exhibit a weak exponential depen-
dence on concentration. The functional dependence of the

thermodynamic diffusivity on the concentration, deduced
from the aforementioned simulation procedure, was tested
and found to reproduce reasonably well the series of sorp-
tion kinetic runs covering considerably larger concentration
intervals. In addition, this analysis indicates a strong depen-
dence of the relaxation mechanism on the concentration
interval. © 2006 Wiley Periodicals, Inc. J Appl Polym Sci 100:
2278–2288, 2006
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INTRODUCTION

Determination of the sorption kinetic parameters is of
profound importance for the polymer industry. In
catalytic polymerization reactions, the polymerization
rate will depend on the concentration of the mono-
mers at the catalyst’s active sites, thus, solubility and
diffusivity of monomers are two of the controlling
parameters during a polymerization reaction. Further-
more, design of a great number of polymer products,
for instance gas separation membranes, food packag-
ing materials, polymer protective coatings, and bio-
active substances controlled release systems, depends
on the knowledge of the diffusion coefficient of the
corresponding gases and liquids, as a function of their
concentration in the polymer phase.

Series of successive sorption kinetic experiments
consist of the most common way for the determination
of the concentration dependence of the main transport
parameters in a glassy polymer-vapor penetrant sys-
tem, namely the solubility, the diffusion coefficient,
and the relaxation frequency. The solubility of the
penetrant is easily deduced from the sorbed mass at

equilibrium, but the calculation of the remaining ki-
netic parameters requires a detailed analysis of each
experimental kinetic curve, on the basis of theoretical
models accounting for the non-Fickian kinetic behav-
ior of these systems. In most of the modeling ap-
proaches, non-Fickian kinetics are physically attrib-
uted to the coupling of the penetrant diffusion process
with the slow viscous relaxation of the swelling poly-
mer and a detailed comparison of theory with results
from successive differential sorption experiments has
been conducted in several cases. One of the more
recent examples in this respect is the work of Durning
and coworkers. Thus, in 1990 Mehdizadeh and Durn-
ing1 applied a previously developed model,2,3 ac-
counting for the time-dependent response of the poly-
mer to diffusion-induced deformation, to predict ex-
perimental results of Odani and coworkers for
successive differential sorptions of benzene in atactic
polystyrene, in the linear limit (i.e., for experiments
involving small enough concentration changes to ig-
nore the concentration dependence of the transport
properties). The quantitative agreement of the model
was reasonable but not perfect. In 1994, Billovits and
Durning4 applied the same model in the case of the
poly(styrene)-ethylbenzene system. In the case of two-
stage sorption kinetic curves, the initial stage was
successfully predicted, while for runs concerning a
weight fraction interval exceeding 0.01, the experi-
mental data during the relaxation controlled stage
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approached equilibrium more rapidly than the theo-
retically predicted ones. The discrepancy was attrib-
uted to a weak concentration dependence of the relax-
ation process during the sorption experiment, not ac-
counted for by the theory. In 1997, Tang et al.5

reported an efficient numerical solution for the afore-
said linear model.3 The numerical procedure proved
to be accurate and efficient enough for routine analysis
of two-stage sorption of the poly(styrene)-ethylben-
zene system. In 1997, Huang and Durning6 compared
quantitatively a nonlinear extension of the same mod-
el3 with sorption experiments in the poly(styrene)-
ethylbenzene system involving relatively large con-
centration uptakes, using exponential relationships to
capture the strong concentration dependence of the
diffusion coefficient and the relaxation times. The the-
oretical results come in good agreement with the non-
linear behavior experimental data in the liquid state,
but the authors concluded that to simultaneously pre-
dict the behavior of the system above and below Tg,
more accurate representations of the concentration de-
pendence of the transport properties should be used.
More recently, Dubreuil et al. have made a detailed
analysis of successive differential sorption of toluene
in methacrylic copolymers both above and below the
glass transition of the mixture,7,8 based on the model
of Long and Richmann.9 This work focuses on the
reliable estimation of the transport parameters of a
system, given the various uncertainties of the experi-
mental measurements, using an advanced optimiza-
tion method.

During a previous experimental work conducted in
our laboratory,10 the kinetic behavior of the methanol–
poly(methyl methacrylate) system (MeOH–PMMA)
was extensively studied by several series of intervals,
as well as integral sorption experiments, at 25°C. A
simple kinetic analysis, applicable to sorption experi-
ments covering relatively small concentration inter-
vals (�C), was used to deduce constant, polymer fixed
diffusivity (Dp) and relaxation frequency (�) values
from the corresponding experimental curves. The re-
sults indicate that over the concentration (C) range of
the series, Dp is a strong (while � a weaker) function of
C. In addition, results from a series of experiments
covering larger �C intervals indicate that � is a strong
function of �C. In the present study, a more rigorous
modeling approach is applied to analyze these data. In
particular, the relaxation-dependent solubility (RDS)
model developed by Petropoulos11 is applied to the
kinetic runs covering small �C intervals, to determine
the main transport parameters of the PMMA–MeOH
system. Then, the deduced functional dependence of
the diffusivity on C is used to test the ability of the
model to simulate the kinetic behavior of the system in
series of experiments covering larger �C intervals, as
well as to study the behavior of � with �C. Results
obtained by the theoretical model are compared with

the ones deduced from the simple kinetic analysis
mentioned earlier.

THE RELAXATION-DEPENDENT SOLUBILITY
MODEL

As already mentioned, non-Fickian sorption kinetics
in polymer film–organic vapor systems is usually in-
terpreted in terms of slow viscous relaxation of the
swelling polymer, which occurs on time scales com-
parable with those of the diffusion process. The effect
of structural relaxation is mathematically treated by
considering the temporal evolution of the polymer
swelling as consisting of an “instantaneous” compo-
nent plus a “delayed” one. Several mathematical mod-
els describing the aforementioned evolution exist in
the literature.2,3,6,9,11 In the model proposed by Petro-
poulos,11 the diffusion process is formulated in terms
of a chemical potential gradient driving force, yield-
ing:

�C�x,t�
�t �

�

�x�DT�C� S�a�
�a
�x� (1)

where x represents the distance across a polymer film
of thickness 2l, t is the experimental time, C(x,t) is the
local concentration, a is the activity of the penetrant in
the membrane, DT(C) is the thermodynamic diffusion
coefficient, and S(a) [ � C/a] is the solubility coefficient
defined as a measure of the sorptive capacity of the
polymer at any given stage of the relaxation process.
The corresponding boundary conditions for a sorption
experiment are as follows:

a�x � 0,2l; t � 0� � af a�0 � x � 2l; t � 0� � ai

(2)

where ai and af are the initial and final penetrant
activity, respectively. The molecular relaxation pro-
cess is described as follows:

�C�x,t�
�t �

�Cq�a�

�a
�a
�t � ��C� �C��a� � C�x,t�� (3)

where �(C) is the relaxation frequency, as a function of
the penetrant concentration, Cq(a) and C�(a) represent
the solubility isotherm of the penetrant in the unre-
laxed (pseudoequilibrium) and the fully relaxed (equi-
librium) polymer, respectively; Cq(a) is defined inde-
pendently for each sorption experiment over the full
range of activity [ai, af], and eq. (3) applies in the range
of x. Equation (3) simply states that incremental pen-
etrant uptake (�C) over a small time interval (�t) can
be analyzed into an “elastic” part, which is associated
with a corresponding change in activity �a, regarding
the unrelaxed polymer matrix; plus a “viscous” part.

DETERMINATION OF SORPTION KINETIC PARAMETERS USING THE RDS MODEL 2279



The latter corresponds to the amount of penetrant that
can be accommodated in the swelling polymer, at
constant activity, due to the extra sorptive capacity
generated by the relaxation process in time �t. Thus,
two “sorption equilibrium” isotherms are defined, an
instantaneous one [Cq(a)], referring to the unrelaxed
polymer, in addition to that of the fully relaxed poly-
mer designated by C�(a); the relevant solubility coef-
ficients, for given a, being Sq � Cq/a and S� � C�/a.
The numerical solution of eqs. (1)–(3), using an explicit
finite difference method, is described in detail else-
where.11

Characterization of a sorption kinetic run is
achieved by four parameters: the equilibrium sorption
isotherm [C�(a)], the ratio of the instantaneous to the
equilibrium sorptive capacity of the polymer [�q

�
Cq�af� � C��ai�

C��af� � C��ai�
], the thermodynamic diffusion coef-

ficient DT(C), and the relaxation frequency �(C).

BRIEF EXPERIMENTAL DATA PRESENTATION

Two membranes of different thicknesses (M51–51 	m
and M8–8 	m) were investigated, prepared from so-

lutions of PMMA powder, with an average molecular
weight (MW) of 120,000, supplied by Aldrich (code no.
18,226–5). The membrane preparation procedures and
the experimental protocol followed are described else-
where.10

Membrane M8, which was most extensively stud-
ied, was initially subjected to series of interval sorp-
tion runs. The vapor pressure in all interval series
varies in the range of 0–120 Torr, but the size of the
pressure interval [corresponding activity interval �a
� af�ai � (pf�pi)/psat, were psat is the saturation pres-
sure of MeOH at 25°C] and hence of the concentration
interval (�C � Cf�Ci) of each run is increased from
one series to the next. In the first series (series S1 of
Fig. 2 of ref. 10 shown here in Fig. 1) the aforesaid
pressure range was covered in 10 successive steps,
enabling the study of the system’s behavior with in-
creasing C, in experiments covering relatively small
�C intervals. As shown in the plots of fractional up-
take Qt/Q� vs. t1/2 (Fig. 1), where Qt and Q� are the
mass uptakes at time t and at the equilibrium, respec-
tively, the kinetic pattern displays a progressive shift
from pseudo-Fickian to two stage behavior with in-
creasing Ci. In the following series (e.g., S3 of Fig. 5 of
ref. 10 shown here in Fig. 2), the same pressure range
was covered in fewer steps (three successive sorption
runs for the case of S3), to study the behavior of the
system in experiments covering higher �C intervals.
As the equilibrium sorption data indicated that the
sorptive capacity of the film was increased after com-
pletion of series S1, attributed to the annealing of the
film during S1, a new series (series S5 of Fig. 7 of ref.
10 shown here in Fig. 3) with pressure steps similar to
those of S1 was performed, to check the effect of
previous sorption history on the study of kinetic be-
havior. The effect of thickness was also studied in
selected interval experiments in the thicker M51
membrane (series S6 in Fig. 3 of ref. 10, shown here in
Fig. 4).

Figure 1 Series S1 of successive absorption runs of MeOH
in PMMA film M8 at 25
C. Continuous lines represent the
experimental data,10 while dashed lines represent the simu-
lation results. C�(af) � 0.016 [S1(1)]; 0.027 [S1(2)]; 0.038
[S1(3)]; 0.05 [S1(4)]; 0.062 [S1(5)]; 0.072 [S1(6)]; 0.08 [S1(7)];
0.095 [S1(8)]; 0.119 [S1(9)]; 0.14 [S1(10)] g/g.

Figure 2 Series S3 of successive absorption runs of MeOH
in PMMA film M8 at 25
C. Continuous lines represent the
experimental data,10 while dashed lines represent the simu-
lation results. C�(af) � 0.043 [S3(1)]; 0.085 [S3(2)]; 0.137
[S3(3)]; 0.164 [S3(4)] g/g.
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APPLICATION OF THE RDS MODEL TO
INTERVAL SERIES OF SORPTION RUNS

COVERING SMALL �C

Fitting procedure

The model described earlier was first employed to
calculate the diffusivity (DT), the relaxation frequency
(�), and the pseudoequilibrium ratio (�q) values from
the experimental data obtained from series S1, S5, and
S6 of interval sorption experiments.10

The equilibrium sorption isotherms C�(a) of each
series (Fig. 1 of ref. 10, shown here in Fig. 5) were
determined experimentally from the equilibrium up-
take data Q�/M (where M is the weight of the dry
polymer membrane). In all cases, C�(a) shows initially
a convex upward curvature (associated with absorp-
tion in the excess free volume of the glassy polymer
matrix), followed by a Flory–Huggins type solution
behavior. On the other hand, concerning membrane
M8, series S1 displays a different equilibrium sorptive
capacity [initial equilibrium sorption isotherm, C�(a),
referring to the “as received” polymer] from the one
displayed by S3 and S5 (final equilibrium sorption
isotherm, C�(a), referring to the annealed polymer),

especially in the high activity region. Accordingly, for
model calculations each isotherm was approximated
by a third order empirical polynomial expression (Ta-

Figure 3 Series S5 of successive absorption runs of MeOH
in PMMA film M8 at 25
C. Continuous lines represent the
experimental data,10 while dashed lines represent the simu-
lation results. C�(af) � 0.016 [S5(1)]; 0.026 [S5(2)]; 0.037
[S5(3)]; 0.053 [S5(4)]; 0.069 [S5(5)]; 0.085 [S5(6)]; 0.098 [S5(7)];
0.120 [S5(8)]; 0.153 [S5(9)]; 0.188 [S5(10)] g/g.

Figure 4 Series S6 of successive absorption runs of MeOH
in PMMA film M51 at 25
C. Continuous lines represent the
experimental data,10 while dashed lines represent the simu-
lation results. C�(af) � 0.012 [S6(1)]; 0.021 [S6(2)]; 0.030
[S6(3)]; 0.041 [S6(4)]; 0.059 [S6(5)]; 0.069 [S6(6)]; 0.080 [S6(7)]
g/g.

Figure 5 Sorption isotherms of MeOH in PMMA at 25°C.
Symbols represent experimental data,10 and lines represent
the polynomial expressions (Table I) used in model simula-
tions.
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ble I). This also is the case for the analysis of S6 data.
The procedure applied to fit the whole series of kinetic
curves is as follows: Diffusivity of MeOH is calculated
as a function of concentration, by analyzing iteratively
each series of interval sorption runs (S1, S5, and S6).
As a first approximation, the constant Dp (polymer
fixed diffusion coefficient), �, and �q values, previ-
ously deduced from each sorption kinetic curve,10 are
used. The method of estimation of these values (de-
scribed in detail in ref. 10) is best applicable to two-
stage curves with well separated first and second
stage. In this case, the first stage represents limited
sorption according to the instantaneous component of
the process and subsequent diffusion in the unrelaxed
polymer, up to a pseudoequilibrium concentration
value [Cq(af)]. The second stage represents further
sorption up to the equilibrium concentration [C�(af)],
as a result of a pure relaxation process. Accordingly,
an estimation of �q is obtained from the experimental
value of Qq/Q�, where Qq is the amount of penetrant
sorbed at the end of the first stage. In ref. 10, a method
originally proposed by Park12 was used to estimate
the value of �q and a constant value of Dp from the
linear part of the reduced sorbed mass plots. As a first
approximation, the functional dependence of DT on C
is obtained by fitting these constant Dp vs. C values to
an empirical exponential expression with a third-order
component. During the determination of the thermo-
dynamic diffusivity curve, the relaxation rate is kept
constant and equal to the aforementioned constant
value. The whole set of kinetic curves of each series is
simulated by the model and a new set of diffusivity
values (DT) is obtained, referred to the initial concen-
tration of each step, so that the theoretical calculated
kinetic curves have the same initial slope as the exper-
imental ones. Furthermore, a new �q is assumed so
that the pseudoequilibrium plateau of both the theo-
retical and experimental curves coincides. Then, con-
sidering only the first step of the interval series and
adjusting only the initial slope of the previously cal-
culated diffusivity curve, the value of the thermody-
namic diffusion coefficient at zero penetrant concen-
tration (D0) is iteratively changed and the produced
diffusivity function is used to obtain the best fit in the
slope of the theoretical and experimental kinetic
curves. After D0 has been deduced, a new diffusivity
function is assumed for the whole range of the studied

activity, using the obtained D0 and the previously
calculated DT values for the initial concentration of
each step. The whole series of curves is then iteratively
simulated, changing the value of the initial diffusivity
for the steps that is needed—thus assuming a new
diffusivity function—to obtain the best fit in the slope
of all the steps simultaneously. Results are displayed
in Figure 6.

Following the determination of the thermodynamic
diffusivity curve, constant values of � and �q are de-
duced from the experimental data, studying each step
independently, by iteratively changing the constant
value of � (or �q if needed), so that the pseudoequi-
librium plateau, the initial slope of the second stage,
and the final equilibrium time, are predicted correctly
by the theoretically calculated kinetic curves. In the
concentration region of two stage curves with well
separated first and second stage, the values of constant
� deduced from each experiment displayed an expo-
nential dependence on C. Accordingly, in the next
simulation procedure, considering the two-stage
curves concentration region, a linear function of log �
is assumed, and its slope is iteratively changed to
obtain the best fit for the initial slope of the second
stage and the final equilibrium time, in each step.
Results are displayed in Figures 7 and 8. It should be
noted that wherever a function of DT or � is assumed,
the quality of the fitting is studied in the whole series
of curves simultaneously and not in each one inde-
pendently.

Quality of sorption kinetic curves fitting

The results of the fitting procedure concerning series
S1, S5, and S6 are displayed in comparison with the

Figure 6 Concentration dependence of the diffusion coef-
ficient of MeOH in PMMA at 25°C. Symbols represent the
constant Dp values deduced previously10 by the method of
Park, while dashed lines represent the corresponding expo-
nential functions for DT (Table III) deduced from model
simulation. The Dp values are plotted versus the mean con-
centration of the first stage.

TABLE I
Sorption Equilibrium Isotherms

[C� � k1a3 � k2a2 � k3a]a

M8 initial (S1) 0.2483a3 � 0.2678a2 � 0.1721a
M8 final (S5) 0.2948a3 � 0.2777a2 � 0.1768a
M51 isotherm (S6) 0.1662a3 � 0.1325a2 � 0.1148a

a C� in g/g.
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corresponding experimental sorption kinetic curves
(Figs. 1, 3, and 4). In all the three series, the quality of
the fitting may be considered very good for the pseu-
do-Fickian curves (S1R1 to S1R5, S5R1 to S5R3, and
S6R1 to S6R5) at the low concentration end, as well as
for the first—mainly diffusion controlled—stage of the
two-stage curves at the high concentration end. A less
satisfactory fitting is observed for the second—mainly
relaxation controlled—stage of the two-stage curves.
Furthermore, it should be noted that the use of a
concentration depended �, as is the case in the results

of Figures 1 and 3, did not materially improve the
quality of the fitting as compared with the results
obtained by the use of a constant �. This is reasonable
since the deduced concentration dependence of � is
rather weak. As stated earlier, the criterion for a best
fit of the second stage was the reproduction of the
initial slope of this stage and the correct prediction of
the time needed for the equilibrium establishment.
This procedure results in most cases in overestimating
the mass uptake rate, over extended time periods, of
the second stage (runs R8–R10 of series S1 and R5–R10
of series S5). For this reason, a fitting procedure that
focuses on the whole sorption time scale of the second
stage, while compromising for the final equilibrium
time was also employed. Figure 9 represents an exam-
ple, where the experimental uptake curve of run R7 of
series S5 is compared with two theoretical curves rep-
resenting the best trials to match the second stage,
using constant �, on the basis of the two different
criteria described earlier. As it can be seen, although a
much better representation of the overall second stage
rate can be achieved by the second criterion, the model
fails to capture the exact curvature of the second stage
data, estimating a significant larger time for the equi-
librium establishment, indicating that the experimen-
tal relaxation process does not strictly follow the ki-
netic law assumed by eq. (3). Deviations of the second
stage relaxation kinetics from eq. (3) have also been
observed in other experimental polymer-penetrant
systems.13 Accordingly, it was decided to apply the
algorithm in its present form to correctly capture the
experimentally observed time of termination of the
relaxation process, while compromising for the exact
shape of the second stage sorption curve. Surprisingly,
deviations of the theoretical from the experimental
kinetic curves are more pronounced in the series S5
than those in S1. This leads to the conclusion that the
relaxation mechanism of the as received polymer fol-
lows a better resemblance to a pseudo first-order ki-
netic than the annealed polymer.

Figure 7 Concentration dependence of �q representing the
ratio of the instantaneous to the equilibrium sorptive capac-
ity of the polymer, deduced from model simulation of series
S1, S3, and S5 in membrane M8 and series S6 in membrane
M51.

Figure 8 Concentration dependence of the relaxation fre-
quencies of the PMMA–MeOH system at 25°C. Symbols
with crosshair represent the constant � deduced from model
simulation in the low C end, and lines represent the expo-
nential functions (Table II) deduced by model simulation in
the high C end, while dotted symbols represent the constant
� values deduced previously.10

Figure 9 Comparison of model simulation results based on
the two different criteria assumed for the 2nd stage fitting of
an experimental two-stage curve. Continuous line repre-
sents the experimental curve, while dashed and dotted lines
represent the final equilibrium time and the whole sorption
time scale criteria simulation curves, respectively.
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Estimation of �q

The constant �q values deduced from each kinetic run
of series S1, S5, and S6 are plotted vs. the equilibrium
concentration [C�(af)] of each step (Fig. 7). As already
discussed, this quantity can be easily identified exper-
imentally only for two-stage curves, with well sepa-
rated first and second stage. It is quite encouraging
that the results of model calculations, from all three
series, are practically coincident not only in the con-
centration region of two-stage curves but also in the
low C region that corresponds to pseudo-Fickian
curves. The observed trend of �q with C�, depicted in
Figure 7, will be analyzed later.

Results on thermodynamic diffusivity isotherm

The diffusivity curves deduced from the model simu-
lations of series S1 and S5, as well as from the S6 one,
for the concentration range it applies, display the same
trends with rising C (Fig. 6). Thus, an almost linear log
DT vs. C relation is observed in the larger part of the
curves. In both cases, the leveling off of the curves in
the concentration range 0–0.01 g/g mainly results
from the use of nearly constant DT required for the
fitting of the first step, as well as the fact that the initial
thermodynamic diffusivity calculated for the second
step of each series is almost the same as the one
resulted from the corresponding first step (D0). On the
other hand at the high C end, a drop in the diffusivity
value is depicted in both S1 and S5 series, mainly
produced by the last step of the S1 and the two final
runs of the S5 series. The produced maximum in the
DT vs. C curve is more pronounced in the case of series
S5, due to the higher concentrations achieved in this
series. A possible explanation for this behavior is clus-
tering of methanol molecules at high activities. In
general, clustering of penetrant molecules in dense
polymeric membranes may result in a decreasing dif-
fusivity with rising concentration, since penetrant
clusters are less mobile than monomers, and the phe-
nomenon is not limited to hydrophobic polymer-wa-
ter systems, in which polymer-penetrant affinity is
low. For example evidence of methanol clustering,
and concurrent decrease of diffusivity with rising C,
has been found in hydrophobic poly(dimethylsilox-
ane),14 but also found in a less hydrophobic polyimide
polymer.15 PMMA shows a much higher affinity for
methanol compared with PDMS, but similar and even
lower as compared with the specific polyimide.15 This
is shown by the estimated sorption capacity of the
three polymers for MeOH, in the low activity region
(before the onset of clustering), expressed as the ratio
wMeOH/aMeOH, where wMeOH is the weight fraction of
the equilibrium sorbed methanol at aMeOH: �0.007
[Fig. 4 of ref. 14], 0.19 [Fig. 5 of this work], and 0.29
[Table 3 of ref. 15] for the PDMS, PMMA, and the
polyimide, respectively.

The Zimm and Lundberg cluster integral16,17 pro-
vides evidence of MeOH clustering within the poly-
mer matrix. The advantage of this integral is that it can
be obtained directly from equilibrium data using the
following relation:

G⁄v � � �p���aMeOH 	�MeOH�
�aMeOH

�
P,T

� 1 (4)

where G is the cluster integral, v is the methanol
partial molar volume, �p and �MeOH are the polymer
and MeOH volume fractions, respectively, and aMeOH
is the methanol vapor activity. Values of G/v 
 0
indicate that methanol molecules tend to cluster. Us-
ing the solubility isotherms of S1 and S5 series (Table
I), one can obtain the quantity G/v as a function of
aMeOH. Evidence of methanol clustering is observed
for activities higher than 0.6 for S1 and 0.5 for S5 (Fig.
10), but note that these activities refer to approxi-
mately the same C (�0.06 g/g).

On a quantitative basis, the S1 and S5 diffusivity
curves are practically coincident up to a penetrant
concentration of �0.03 g/g (Fig. 6), which is also the
range of coincidence of the corresponding isotherms
(Fig. 5). Above this concentration the S5 diffusivity
curve shifts to lower values, as compared with the S1
curve, and this discrepancy becomes more pro-
nounced above 0.06 g/g. It is apparent that the sorp-
tive capacity was enhanced after the completion of
series S1 (Fig. 5), indicating a more loose structure in
the following series (S3 and S5). Accordingly, the
lower DT values obtained by analysis of series S5
kinetic curves may be attributed to an enhanced clus-
tering tendency of methanol molecules.

The diffusivity curve obtained from the thicker M51
membrane is displaced to higher values in comparison

Figure 10 Zimm-Lunberg clustering function for the initial
and the final isotherms of the M8 membrane.
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with the S1 and S5 curves. This displacement probably
reflects differences in the fine structure of the two
films, arising from different preparation conditions,10

and should be correlated to the sorption isotherm data
(Fig. 5). According to the dual mode transport mech-
anism,18 the penetrant molecules sorbed in a glassy
polymer matrix consist of two distinct populations;
one dissolved by a Henry’s law mode of dissolution in
the dense polymer matrix, and the other adsorbed by
a Langmuir mode in the fixed microcavities (consti-
tuting the excess free volume of the glassy polymer)
dispersed in the said matrix. The Langmuir popula-
tion is assumed to be totally or partially immobilized
and experimental data indicate that the diffusivity of
the Langmuir population can be of more than one
order of magnitude lower than that of the Henry’s law
population.19,20 Since the isotherm data (Fig. 5) indi-
cate that a lower fraction of excess free volume is
present in M51 as compared with M8, one may at-
tribute the higher diffusion coefficients observed in
the former, to a lower contribution of the Langmuir
population to the overall effective diffusion coefficient
of the system. In addition, a diffusivity value discrep-
ancy may be partly attributed to the experimental
error in the membranes’ thickness measurement.

Furthermore, the results of the model application
are compared with those previously deduced from the
same experimental data10 by the method of Park,12

(Fig. 6). As far as series S1 and S5 are concerned, the
results from Park’s method show the same main
trends with C with those of the RDS model: a coinci-
dence of the data of the two series at the low C end
and an increasingly higher discrepancy between them
at higher C’s. Moreover, an indication of a maximum
diffusivity at the high C end is discernible, although
the later is not well established because of the limited
data points available. On the other hand, the diffusion
coefficient values from Park’s method are systemati-
cally higher than those determined by the RDS model.
The two sets of results are not strictly comparable, as
the constant Dp values deduced by Park’s method
refer to a polymer-fixed frame of reference in contrast
to the RDS results in terms of a thermodynamic dif-
fusivity (DT). Furthermore, according to eq. (3), the
overall uptake rate calculated by the model at each
time t during a sorption experiment is based on the
increase of C(x,t) due to the diffusion process [first
term on the right hand part of eq. (3)] as well as the
relaxation process [second term on the right hand part
of eq. (3)], the contribution of which is limited, but not
negligible, during the first stage. On the other hand, in
Park’s method, the determination of the diffusion co-
efficient from the initially linear part of the Qt/Qq vs.
t1/2/l curve10 is based on the assumption that this part
of the sorption curve is purely diffusion-controlled,
and the observed penetrant uptake is exclusively im-
puted to the diffusion process. As a result, the method

tends to overestimate the diffusivity as compared with
the corresponding values deduced by the RDS model.

The self diffusion coefficient (D*) can be calculated
according to the free volume theory of Vrentas and
Duda21:

D* � D01 exp� �
��1V̂*1 � 2�V̂*2�

V̂f
�

(5)
V̂F

�
� 1�K11

� ��K21 � Tg1 � T� � 2�K12

� ��K22 � Tg2 � T�

where D01 is an adjustable pre-exponential factor, � is
the free volume overlap factor, 1 and 2 represent the
weight fractions of the penetrant and the polymer,
respectively, V̂*1 and V̂*2 are the specific critical local free
volumes required for a penetrant molecule jump and
for a polymer jumping unit displacement, respec-
tively, while V̂f is the specific average free volume of
the mixture, and � is the ratio of penetrant to polymer
critical molar volumes. Tg1 and Tg2 are the glass tran-
sition temperatures of the penetrant and polymer, re-
spectively, and k11, k12, k21, and k22 are related to the
WLF constants of the two components. Theoretical
values of D*, at 25°C, were calculated by application of
the eq. (5), with K11/� � 1.17 � 10�3 cm3/g K, K21�Tg1

� �47.9 K, V̂*1 � 0.963 cm3/g, � � 0.0675,18 K12/�

� 3.05 � 10�4 cm3/g K, K22 � 80 K, V̂*2 � 0.788 cm3/g,
and Tg2 � 388 K (as an average glass transition tem-
perature calculated for the studied sample).10 The pre-
exponential factor (D01) was found to be 5 � 10�7

cm2/s. It is apparent that the theoretical values of D*,
which are similar to those of the thermodynamic co-
efficient calculated by the model application, come in
good agreement with the theoretically calculated dif-
fusivity curves, in the concentration region of the two-
stage experiments. Significant deviations occur in the
region of high concentration range, as the parameters
used in the calculation of D* do not describe the sys-
tem after the clustering of methanol in the polymer
matrix. Furthermore, below the concentration of 0.05
g/g, the concentration dependence of DT, produced
by the model, is less steep than the theoretically pre-
dicted one, as expected from the application of free
volume theory for the glassy state.2,10 The lower value
of D01 assumed in the present study, compared with
the similar one referring to the polymer fixed diffusion
coefficient presented previously,10 can be attributed to
the differences of the model calculated diffusion coef-
ficient, with the values calculated by the method of
Park, as discussed earlier.

Relaxation frequencies

As already mentioned, for each sorption run, constant
� values were used as a first approximation during the
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fitting procedure of all series. The results from series
S1, S5, and S6 indicate a mild dependence of � with C
in the two-stage concentration range. Accordingly, an
exponential function of � vs. C (Table II, Fig. 8) was
assumed in the final fitting attempt, only in this con-
centration region. The concentration dependence de-
duced from all the three series is similar. The lower
relaxation rates obtained from the thicker membrane
experimental data (series S6 in M51) should be attrib-
uted to differences in the fine polymer structure of this
membrane. The concentration dependencies, deduced
by the model application, are also in line with the ones
indicated by the constant values (Fig. 6) determined in
the previous analysis of the kinetic data.10 On the
other hand, the higher values of the present results
reflect the overestimated uptake rates during the
larger part of the second stage, as already discussed
earlier.

Interestingly, in the low C range, the constant �
values deduced from pseudo-Fickian curves are
higher than those of the two-stage C region (Fig. 8)
and tend to decrease with C. This rather unexpected
behavior, which is also quantitatively observed in the
corresponding kinetic curves (Figs. 1, 3, and 4), is
displayed in the excess free volume filling part of the
sorption isotherms and must be related to the complex
transport mechanism taking place in this region. Ap-
parently, during the polymer’s excess free volume
filling, molecular relaxation of the amorphous phase
and diffusion in the free volume fixed microcavities
cooperate to produce a pseudo-Fickian curve, instead
of a two stage one. Molecular relaxation model trans-
lates both the aforementioned phenomena to a molec-

ular relaxation mechanism, resulting to higher, than
the expected, relaxation rate values, as diffusion in the
excess free volume occurs faster than solution due to
the relaxation of the polymer matrix. The shift be-
tween the coupled diffusion–relaxation mechanisms
to a pure molecular relaxation one, can also be ob-
served in the S5R4 curve (Fig. 3), which displays an
initial pseudo-Fickian character, but results in a linear
sorption rate at later times.

APPLICATION OF THE RDS MODEL IN
SERIES OF INTERVAL SORPTION RUNS

COVERING LARGE �C INTERVALS

To further test the results produced so far by the
model, as well as to study the dependence of � on �C,
the DT(C) function deduced from series S1 (Fig. 6,
Table III), was used as an input, to simulate series S3
on M8 consisting of runs covering �C intervals ap-
proximately three times larger than those of S1. Series
S3 sorption equilibrium data (Fig. 5) indicate that the
final sorption equilibrium isotherm should be used, as
the polymer film has been annealed during S1. The
fitting procedure resulted in similar values of �q (Fig.
7), compared with the corresponding ones of series S1,
S5, and S6, and a new function of � on C (Fig. 8). The
model captures satisfactory both the shape and the
rate of the two lower S-shaped curves (Fig. 2), al-
though in the concentration range covered by each of
these experiments DT varies approximately one order
of magnitude, as well as those of the third two-stage
curve. Apparently, the corresponding � vs. C curve is
parallel to those obtained from series with smaller �C,
but displaced nearly two orders of magnitude on the
vertical axis. This displacement reflects the fact that �
is a strong function of �C, in line with results in other
glassy polymer-penetrant systems.2,13,22 In the present
form of the model algorithm [where it is assumed that
� � �0 exp(kC), where k is a constant], this dependence
is expressed mathematically by the higher value of �0

determined from series S3 as compared with the �0

applied in the series of runs covering smaller �C in-
tervals (Table III). An alternative representation of the
experimental behavior could include a functional de-
pendence of � on both C and �C.

TABLE II
Relaxation Frequencies

Average
series �C

(g/g)
Relaxation frequency

[log(�) � j1C�j2]a log(�0)a

S1 series �0.018 3.7288C � 5.2438 �5.2438
S3 series �0.042 2.861C � 3.0038 �3.0038
S5 series �0.018 5.402C � 5.3681 �5.3681

S6 series �0.010 5.6089C � 5.5953
�5.5953

a �, �0 in s�1; C in g/g.

TABLE III
Thermodynamic Diffusion Coefficient Isotherms

Model function
[log(DT)�h1C3 � h2C2 � h3C � h4]a

log
[DT(C � 0)]

S1 series �5198.256C3 � 793.573C2 � 6.004C � 10.755 �10.755
S5 series �3087.9C3 � 512.09C2 � 0.6414C � 10.815 �10.815
S6 series �4170.9C3 � 822.02C2 � 8.0399C � 10.579 �10.579

a DT in cm2/s; C in g/g.
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PSEUDOEQUILIBRIUM RATIO (�Q)

The values of �q determined from all four series are
practically coincident and drop asymptotically to the
value of 0.24, with respect to final concentration (Cf).
This behavior is predicted by Newns’ approach on the
nature of the relaxation process.23 In his study of two
stage sorption of water by cellulose, Newns suggests
that the rate of relaxation depends on the magnitude
of the osmotic swelling stress induced by the pene-
trant, the latter being analogous to the amount of
penetrant sorbed during the first stage. This treatment
predicts that �q should decrease with increasing con-
centration or activity, in keeping with the results ob-
tained by this study (Fig. 7). The relevant equation
reads (to a first-order approximation)23:

Q� 	 Qq � 1 � 1 	 �q � 1 �
2�CV̂ABaq

�aRT�A�3 � ai/aq�
(6)

where V̂A is the molar volume of the liquid penetrant
(MeOH), B is an elastic bulk modulus, aq is the activity
corresponding to the pseudoequilibrium concentra-
tion [Cq(af)], according to the equilibrium sorption iso-
therm [C�(a), namely C�(aq) � Cq(af)], R is the univer-
sal gas constant, T is the experimental temperature,
and �A can be approximated by the density of the
liquid penetrant (MeOH). Plots of the data deduced
from all the series (Fig. 11) reveal a correlation of �q

and activity in accordance with eq. (6). The slope of
the line deduced by a linear regression analysis of the
�q values of all series, in a plot of Q�/Qq � 1 vs.

2�Caq

�a�3 � ao/aq�
(Fig. 11), leads to a value of 0.698 GPa for

the elastic modulus (B), which is similar to the B value

deduced from the same analysis in other glassy poly-
mer-organic vapor systems.13,22

SUMMARY AND CONCLUSIONS

The RDS model developed by Petropoulos was ap-
plied to simulate the experimentally observed sorp-
tion kinetic behavior of the PMMA–vapor MeOH sys-
tem at 25°C, to obtain the main transport parameters
of the system. Third order polynomial empirical equa-
tions were used to express the complex, experimen-
tally determined equilibrium sorption isotherm of the
system. Application of the model in series of succes-
sive sorption kinetic runs covering small �C revealed
certain trends in the concentration dependence of the
main transport parameters of the system, not detect-
able by a previous simpler analysis of the data. First,
to fit the whole series of runs spanning a concentration
range of 0–0.8 g/g, exponential empirical functions,
with a third order component, were used to represent
the peculiarities of the concentration dependence of
the diffusion coefficient of the particular system. The
said peculiarities mainly consist of a maximum in the
DT vs. C curve, which was attributed to clustering of
MeOH at high activities, as also indicated by applica-
tion of the Zimm and Lumberg clustering function.
Differences between the absolute values of diffusivity
deduced from the model and from a simpler kinetic
analysis were mainly attributed to the simplified as-
sumptions of the latter method, regarding the opera-
tion of the relaxation mechanism. Second, the corre-
sponding relaxation frequencies deduced from the fit-
ting procedure, displayed a weak exponential
dependence on C at the high C region where two-stage
sorption behavior is observed, but were found to de-
crease with increasing C in the low C region, where
pseudo-Fickian behavior prevails. The latter effect
probably arises from the complex transport mecha-
nism, operating in the excess free volume filling re-
gion of the sorption isotherm. Finally, the quality of
the fitting of the second stage of two-stage curves was
inferior to that of the corresponding first stage, indi-
cating that the relaxation process does not strictly
follow the corresponding first-order kinetic law as-
sumed by the model.

The functional dependence of DT on C deduced
from the aforementioned simulation procedure was
tested and found to reproduce reasonably well the
series of sorption kinetic runs covering considerably
larger concentration intervals. The log � vs. C linear
function deduced from this series was approximately
parallel to the ones deduced from the series covering
smaller �C, but displaced to considerably higher �
values, reflecting the strong dependence of the relax-
ation mechanism on the �C of the sorption experi-
ment.

Figure 11 Correlation of the �q values deduced from model
simulation with activity, according to eq. (6). Linear regres-
sion results in a value of 0.7 GPa for the bulk modulus (B).
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A crucial test of the simulation results concerns the
quantity �q, describing, for each sorption experiment,
the ratio of the instantaneous to the equilibrium sorp-
tive capacity of the polymer. The values of �q deduced
from different series, in two different membranes,
were found to be practically the same. Moreover, they
were found to decrease with Cf (or the final activity) of
the experiment, in a manner predicted by Newns the-
ory on the nature of the relaxation process.
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